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Figure–ground modulation, i.e., the enhancement of neuronal re-
sponses evoked by the figure relative to the background, has three
complementary components: edge modulation (boundary detection),
center modulation (region filling), and background modulation (back-
ground suppression). However, the neuronal mechanisms mediating
these three modulations and how they depend on awareness remain
unclear. For each modulation, we compared both the cueing effect
produced in a Posner paradigm and fMRI blood oxygen-level depen-
dent (BOLD) signal in primary visual cortex (V1) evoked by visible
relative to invisible orientation-defined figures. We found that edge
modulation was independent of awareness, whereas both center and
background modulations were strongly modulated by awareness,
with greater modulations in the visible than the invisible condition.
Effective-connectivity analysis further showed that the awareness-
dependent region-filling and background-suppression processes in
V1 were not derived through intracortical interactions within V1,
but rather by feedback from the frontal eye field (FEF) and dorsolat-
eral prefrontal cortex (DLPFC), respectively. These results indicate a
source for an awareness-dependent figure–ground segregation in hu-
man prefrontal cortex.
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Figure–ground segregation is a fundamental process by which
the visual system segments images into figures and back-

ground (1, 2). Previous neurophysiological and brain imaging
studies of figure–ground segregation have shown neuronal re-
sponses are enhanced in the region perceived to be the figure
and suppressed in the region perceived to be the background, an
effect known as figure–ground modulation (1, 3–9). Figure–
ground modulation plays a key role in identifying and localizing
visual objects (7) and capturing focused attention (10). Re-
markably, evidence from numerous neurophysiological (5, 11–16),
psychophysical (17, 18), and brain imaging (19, 20) studies, as well
as computational models (2, 17, 21) have suggested that figure–
ground modulation relies on three complementary processes:
boundary detection (i.e., edge modulation), region filling (i.e., center
modulation), and background suppression (i.e., background modu-
lation). During figure–ground segregation, boundary detection is the
process that detects feature discontinuities that signal boundaries
between the figures and background, while region filling is the process
that groups figural regions with the same (or similar) features to-
gether (17), and the background suppression is the process that in-
hibits homogeneous features in the background (5, 22, 23). However,
little is known how these three processes depend on awareness.
A number of previous studies have supported an early feed-

forward processing phase for the boundary-detection and later
feedback-processing phases for both region filling and background
suppression in figure–ground modulation (2, 5, 21). These findings
thus suggest that boundary detection is independent of awareness,
whereas both region filling and background suppression are strongly

modulated by awareness (12). Specifically, boundary detection is
thought to be achieved through iso-feature inhibition (2, 21, 24, 25)
within early visual areas, as early as the primary visual cortex (V1)
(9, 14, 26–30), in which neurons preferring the same or similar
features are more likely to suppress each other via lateral connec-
tions (31). The region-filling process, however, requires iso-feature
excitation in which neurons representing the similar features en-
hance each other’s activity. In contrast to several studies suggesting
the existence of the region-filling process within V1 (1, 9), most
previous studies indicate that the region-filling process arises from
feedback projections to V1 from a higher cortical area(s) (11, 12,
14, 15, 20, 32). Similarly, several neurophysiological studies have
suggested that the background-suppression process may also be
derived by feedback to V1 from a higher cortical area(s); it is the
later processing phase in which neural activity elicited by the
background is suppressed by the preceding segregated figures (5, 22,
23). However, it remains unknown which and how the top-down
feedback from a higher cortical area(s) drive the region-filling and
background-suppression processes in V1 that enhances the re-
sponse of neurons tuned to the same feature and suppresses the
neural activity elicited by the background, respectively. Also, it is
unknown whether and how these feedback processes interact with
awareness.
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Furthermore, another unclear but related issue is how boundary
detection and region filling in figure–ground segregation attract
focused attention. In fact, it is well known that successful segre-
gation of a figure, as defined by an orientation contrast (Fig. 1A)
from the background, leads to pop-out, which automatically at-
tracts bottom-up attention to this salient figure location (10, 21,
25). However, it is not known whether there are different neural
mechanisms by which the boundary detection and region filling
attract our focused attention and whether the attentional attrac-
tion triggered by these two processes interacts with awareness.
To address these questions, we used a modified version of the

Posner paradigm (33, 34) to measure the spatial cueing effect
induced by figure boundary (edge modulation) or figure center
(center modulation) of the large figure (Fig. 1 A, Left), and by
the whole small figure or its surround background (background

modulation, Fig. 1 A, Right). Blood oxygen level-dependent
(BOLD) signals evoked by the figure boundary and figure cen-
ter of the large figure, as well as the whole small figure and its
surround background were also measured. Using a backward
masking paradigm (10) with low- or high-luminance masks to
render the whole figure–ground stimulus visible or invisible
(confirmed by a two-alternative forced choice [2AFC]) to sub-
jects, respectively, we examined how figure–ground segregation
interacts with awareness. We also performed interregional cor-
relation and effective connectivity analyses to examine the neural
mechanisms of this potential interaction.

Results
Psychophysical Experiments. In psychophysical experiments, there
were two possible figures: the first consisted of 10 × 10 bars
(large figure, Fig. 1 A, Left) and the second consisted of 2 × 2
bars (small figure, Fig. 1 A, Right). For both of the two figures,
there were two possible probes: a large grating or a small grating
(Fig. 1B), which had the same diameter as the large figure and
small figure, respectively. In both visible and invisible conditions
(confirmed by the 2AFC test, SI Appendix, Fig. S1), using a
modified version of the Posner paradigm (33, 34), we measured
the spatial cueing effect induced by the figure boundary or figure
center of the large figure, and by the whole small figure or its
surround background, as shown in Fig. 1D. A valid cue condition
was defined as a match of quadrant between the figure and probe
(for example, both the figure and probe were presented in the
Upper Left quadrant); an invalid cue condition was defined as a
mismatch (Fig. 1D). Subjects were asked to press one of two
buttons as rapidly and correctly as possible to indicate the ori-
entation of the grating probe. There was no significant difference
in false alarm rate, miss rate, or removal rate (i.e., correct re-
action times shorter than 200 ms and beyond three SDs from the
mean reaction time in each condition were removed) across
conditions (all P > 0.05, partial eta-squared, ηp2 < 0.097, SI
Appendix, Fig. S2). The cueing effect for each figure and each
grating was quantified as the difference between the reaction
time of the probe task performance in the invalid cue condition
and that in the valid cue condition.
Behaviorally, in our study, for the large figure, the cueing ef-

fect induced by its figure boundary (edge modulation) or figure
center (center modulation) was measured by the large grating
and small grating, respectively. Fig. 1E shows the cueing effect
for each condition, and all these cueing effects were significantly
above zero [all t(26) > 5.026, P < 0.001, ηp2 > 0.493]. These
results demonstrate that, despite the visibility (visible or invisi-
ble) of the figures, both the figure boundary and figure center
could attract subjects’ attention to their locations, allowing them
to perform more proficiently in the valid than the invalid cue
condition of the probe task. To test our hypothesis that the re-
gion filling (center modulation) but not the boundary detection
(edge modulation) is modulated by awareness, we further sub-
mitted the cueing effect to a repeated measures ANOVA with
awareness (visible and invisible) and probes (large grating and
small grating) as within-subjects factors. The main effect of the
probe was not significant [F(1, 26) = 0.185, P = 0.671, ηp2 =
0.007], but the main effect of awareness [F(1, 26) = 14.658, P =
0.001, ηp2 = 0.361] and the interaction between these two factors
[F(1, 26) = 7.541, P = 0.011, ηp2 = 0.225] were both significant.
Post hoc paired t tests showed that the cueing effect on large
grating was greater than that on small grating in the invisible
condition [t(26) = 2.495, P = 0.019, ηp2 = 0.193], but not in the
visible condition [t(26) = −1.750, P = 0.092, ηp2 = 0.105]; the
cueing effect of the visible condition was greater than that of the
invisible condition on small grating [t(26) = 4.771, P < 0.001,
ηp2 = 0.467], but not on large grating [t(26) = 0.317, P = 0.754,
ηp2 = 0.004]. These results are consistent with our hypothesis
that awareness modulates the region filling, as measured by small
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Fig. 1. Stimuli, psychophysical protocol, and data. (A) Two sample
orientation-defined figures presented in the upper visual field (Left: large
figure; Right: small figure). The orientation contrasts between the figure
bars and the background bars was 60° (the yellow dot indicates the fixation
point). (B) Large (Left) and small (Right) grating probes, with the same di-
ameter as the large and small figures, respectively. (C) Low- (Left) and high-
(Right) luminance mask stimuli used in the visible and invisible conditions,
respectively. (D) Psychophysical protocol. A figure–ground stimulus was
presented for 50 ms, followed by a 100-ms mask and another 50-ms fixation
interval. Then a large or small grating probe, with the same diameter as the
large figure and small figure, respectively, was randomly presented for
50 ms with equal probability and presented randomly at either the figure
location (valid cue condition) or its contralateral counterpart (invalid cue
condition) with equal probability. The grating probe was orientated at 45°
or 135° away from the vertical. Subjects were asked to press one of two
buttons as rapidly and correctly as possible to indicate the orientation of the
grating probe (45° or 135°). The psychophysical cueing effect for the large
(E) and small (F) figures and the large and small gratings in both visible and
invisible conditions. Each cueing effect was quantified as the difference
between the reaction time of the probe task performance in the invalid cue
condition and that in the valid cue condition. Error bars denote 1 SEM cal-
culated across subjects and colored dots denote the data from each subject.
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grating, rather than the boundary detection, as measured by
large grating.
For the small figure, the cueing effect induced by the whole

figure or its surround background was measured by the small
grating and large grating, respectively. Fig. 1F shows the cueing
effect for each condition; all these cueing effects were signifi-
cantly above zero [all t(26) > 6.563, P < 0.001, ηp2 > 0.624],
except for the visible large grating condition [t(26) = 1.378, P =
0.180, ηp2 = 0.068]. A further repeated measures ANOVA with
awareness (visible and invisible) and probes (large grating and
small grating) as within-subjects factors showed that, the main
effect of probe [F(1, 26) = 33.577, P < 0.001, ηp2 = 0.564], the
main effect of awareness [F(1, 26) = 29.730, P < 0.001, ηp2 =
0.533], and the interaction between these two factors [F(1, 26) =
4.415, P = 0.045, ηp2 = 1.145] were all significant. Post hoc paired
t tests showed that the cueing effect on small grating was greater
than that on large grating in both the visible [t(26) = 6.568, P <
0.001, ηp2 = 0.624] and invisible [t(26) = 2.117, P = 0.044, ηp2 =
0.147] conditions, indicating a classical figure enhancement ef-
fect relative to the background. Intriguingly, the cueing effect in
the visible condition was greater than that in the invisible con-
dition on small grating [t(26) = 4.907, P < 0.001, ηp2 = 0.481], but
was less than that in the invisible condition on large grating
[t(26) = −3.464, P = 0.002, ηp2 = 0.316]. These results are con-
sistent with our hypothesis that awareness can modulate the
cueing effect induced by the figure’s surround background, as
measured by the large grating.
Note that using a modified Posner paradigm, the spatial cue,

such as the large and small figures in our study, could attract
attention to the entire cued quadrant and induce a general
Posner cueing effect. However, a number of previous studies
have indicated that this attraction is not homogeneous in the
cued quadrant. Instead, it depends on the spatial match between
the cue and probe, i.e., the spatially specific cueing effect. Thus,
to dissociate the cueing effect induced by the figure boundary,
figure center, whole small figure, and its surround background,
we manipulated the spatial match between the figure and grating
probe (for example, for the large figure, the large and small
grating probes, having a differently spatial match, were used to
measure the cueing effect of figure boundary and figure center,
respectively). Remarkably, our results showed the significant
spatially specific cueing effect, which was further confirmed by a
supplemental psychophysical experiment with the frame as the
cue (SI Appendix, Fig. S4). In addition, it should be noted that,
although we manipulated the spatial match between the figure
and grating probe, we cannot deny the contribution from the
general Posner cueing effect and thus what we focus on here are
differences in the degree of cueing effect during differently
spatial match conditions. Indeed, the general Posner cueing ef-
fect in our study was well demonstrated by a positive (rather than
negative) cueing effect of small figure’s surround background
(Fig. 1F). Compared to the invalid cue condition, although the
large grating was presented away from the location of the small
figure, they were still in the same cued quadrant in the valid cue
condition and thus allowed subjects to perform more proficiently
in the valid than the invalid cue condition of the large grating.

fMRI Experiments. Using a block design, we measured BOLD
signals evoked by the figure boundary and figure center of the
large figure, as well as the whole small figure and its surround
background. There were 10 different stimulus blocks, including 8
different figure blocks: 2 (figure: large/small) × 2 (visual field: left/
right) × 2 (awareness: visible/invisible), and 2 mask-only blocks:
low- and high-luminance masks. Each stimulus block was ran-
domly presented once in each run, and consisted of the same five
trials. On each trial in the figure and mask-only blocks, a figure–
ground stimulus and the fixation were presented for 50 ms, re-
spectively, followed by a 100-ms mask (low and high luminance for

visible and invisible conditions, respectively) and 1,850-ms fixation
(Fig. 2D). In the invisible condition, on each trial during both the
figure and mask-only blocks, subjects were asked to press one of
two buttons to indicate the location of the figure, which was left of
fixation in one half of blocks and right of fixation in the other half
at random (i.e., the 2AFC task). In the visible condition, on each
trial during the figure block, subjects needed to perform the same
2AFC task of the figure, whereas during the mask-only block,
subjects were asked to press one of two buttons randomly. Be-
havioral data showed that our awareness manipulation was ef-
fective for both visible and invisible conditions. In addition, there
was no significant difference in subject performance between large
figure and small figure (SI Appendix, Fig. S1C).

Regions of Interest Analyses in Striate Cortex. Contralateral and
ipsilateral regions of interest (ROIs) in V1 were defined as those
responding to the figure center (i.e., V1 center) and figure
boundary (i.e., V1 boundary) of the large figure (Fig. 2 B, Top)
and their contralateral counterparts (those always corresponded
to the background bars). Note that these cortical regions in V1
were also used as the ROIs corresponding to the whole small
figure (i.e., V1 figure) and its surround background (i.e., V1
background), respectively (Fig. 2 B, Bottom). BOLD signals were
extracted from these ROIs and then averaged according to the
figure (large figure and small figure) and awareness (visible and
invisible). For each block, the 2 s preceding the block served as a
baseline, and the mean BOLD signal from 5 s to 10 s after
stimulus onset was used as a measure of the response amplitude
(34). For each figure and each ROI, the BOLD signal difference
was quantified as the difference between the BOLD amplitude at
the contralateral ROI and at the ipsilateral ROI. In both visible
and invisible conditions, to examine whether there was a signif-
icant figure–ground modulation in V1, the BOLD signal differ-
ences of V1 boundary and V1 figure for the large figure and
small figure, respectively, were compared with zero. Results
showed that the BOLD signal differences of V1 boundary [visi-
ble condition: t(17) = 3.530, P = 0.003, ηp2 = 0.423; invisible
condition: t(17) = 2.479, P = 0.024, ηp2 = 0.266] and V1 figure
[visible condition: t(17) = 3.712, P = 0.002, ηp2 = 0.448; invisible
condition: t(17) = 2.315, P = 0.033, ηp2 = 0.240] were signifi-
cantly above zero, indicating a significant figure–ground modu-
lation in V1 for both the large and small figures. In other words,
neuronal responses evoked by both the large and small figures,
despite awareness, were enhanced relative to the background
(Fig. 3). Subsequently, for both large and small figures, these
BOLD signal differences were submitted to a repeated-measures
ANOVA with awareness (visible and invisible) and cortical area
(V1 boundary and V1 center for the large figure; V1 background
and V1 figure for the small figure) as within-subjects factors.
For the large figure (Fig. 3A), the main effect of cortical area

was not significant [F(1, 17) = 0.810, P = 0.381, ηp2 = 0.045], but
the main effect of awareness [F(1, 17) = 6.049, P = 0.025, ηp2 =
0.262] and the interaction between these two factors [F(1, 17) =
6.255, P = 0.023, ηp2 = 0.269] were both significant. Post hoc
paired t tests showed that the BOLD signal difference of V1
boundary was greater than that of V1 center in the invisible
condition [t(17) = 2.269, P = 0.037, ηp2 = 0.232], but not in the
visible condition [t(17) = −1.558, P = 0.138, ηp2 = 0.125]; the
BOLD signal difference in the visible condition was greater than
that in the invisible condition for V1 center [t(17) = 3.495, P =
0.003, ηp2 = 0.418], but not for V1 boundary [t(17) = 0.470, P =
0.644, ηp2 = 0.013]. These findings reveal that the figure center but
not figure boundary is modulated by awareness, paralleling to the
cueing effect in the psychophysical experiments (Fig. 1E). Fur-
thermore, across the 18 subjects who participated in both the
psychophysical and fMRI experiments, compared to the invisible
condition, the enhanced V1-center response correlated signifi-
cantly with the enhanced cueing effect of small grating in the
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visible condition (r = 0.530, P = 0.024, ηp2 = 0.281, SI Appendix,
Fig. S5A). These results further indicate a close relationship be-
tween the cueing effect and V1 activity.
For the small figure (Fig. 3B), the main effect of awareness

was not significant [F(1, 17) = 0.701, P = 0.414, ηp2 = 0.040], but
the main effect of the cortical area [F(1, 17) = 29.162, P < 0.001,
ηp2 = 0.632] and the interaction between these two factors
[F(1, 17) = 7.5862, P = 0.014, ηp2 = 0.309] were both significant.
Post hoc paired t tests showed that the BOLD signal difference
of V1 figure was greater than that of V1 background in the
visible condition [t(17) = 5.965, P < 0.001, ηp2 = 0.677], but not in
the invisible condition [t(17) = 1.684, P = 0.110, ηp2 = 0.143]; the
BOLD signal difference in the invisible condition was greater
than that in the visible condition for V1 background [t(17) =
2.810, P = 0.012, ηp2 = 0.317], but not for V1 figure
[t(17) = −0.716, P = 0.484, ηp2 = 0.029]. These results indicate
that the background suppression in figure–ground segregation is
modulated by awareness, like the cueing effect in the psycho-
physical experiments (Fig. 1F). A similar correlation analysis
further indicates a close relationship between the cueing effect
and V1 activity by showing that, compared to the invisible con-
dition, the decreased V1-background response correlated sig-
nificantly with the decreased cueing effect of large grating in the
visible condition (r = 0.607, P = 0.008, ηp2 = 0.368, SI Appendix,
Fig. S5B).
In addition, both V1 boundary of the large figure and V1 back-

ground of the small figure contained two separate regions with
different eccentricities: the parafovea and periphery (Fig. 2C). It is

unclear whether boundary-detection and background-suppression
processes depend on different eccentricities. To examine this is-
sue, for both V1 boundary and V1 background (SI Appendix, Figs.
S6 and S7), we analyzed the BOLD amplitudes of their parafovea
and periphery separately. The results provide the same qualitative
conclusion, further confirming that, despite eccentricity, boundary
detection was independent of awareness, whereas background
suppression was strongly modulated by awareness.

ROI Analyses in Lateral Geniculate Nucleus and Extrastriate Cortex.
Contralateral and ipsilateral ROIs in lateral geniculate nucleus
(LGN) and V2 to V4 were defined as those cortical areas that
responded to the retinal inputs in the whole figure region and
their contralateral counterparts, as the activated regions in these
areas corresponding to the figure center and figure boundary of
the large figure and the small figure and its surround background
showed a great deal of overlap (Fig. 2C). For each figure and each
ROI, the differences between the BOLD amplitudes at the con-
tralateral ROIs and those at the ipsilateral ROIs are shown in
Fig. 3. Similar to V1, in both visible and invisible conditions, there
was a significant figure–ground modulation for both the large
figure [visible condition: all t(17) > 3.748, P < 0.002, ηp2 > 0.452;
invisible condition: all t(17) > 2.044, P < 0.057, ηp2 > 0.197] and
small figure [visible condition: all t(17) > 3.216, P < 0.005, ηp2 >
0.378; invisible condition: all t(17) > 2.024, P < 0.059, ηp2 > 0.194]
in V2 to V4, but not in LGN (all P > 0.05). A further repeated-
measures ANOVA with awareness (visible and invisible) and brain
area (LGN and V2 to V4) as within-subjects factors showed that,
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1,850-ms fixation interval. In the Invisible condition, on each trial during both the figure and mask-only blocks, subjects were asked to press one of two
buttons to indicate the location of the figure, which was Left of fixation in one half of blocks and Right of fixation in the other half at random (i.e., the 2AFC
task). In the visible condition, on each trial during the figure block, subjects needed to perform the same 2AFC task of the figure, whereas during the mask-
only block, subjects were asked to press one of two buttons randomly.
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Fig. 3. fMRI results. (A, Left) Blocked BOLD signals averaged across subjects in the ipsilateral and contralateral ROIs in V1 center, V1 boundary, LGN, and V2
to V4 for the large figure, during the visible and invisible conditions. Error bars denote 1 SEM calculated across subjects at each time point. (A, Right) BOLD
amplitude differences between the blocked BOLD signals at the contralateral ROIs and those at the ipsilateral ROIs in V1 center, V1 boundary, LGN, and V2 to
V4 during the visible and invisible conditions. Error bars denote 1 SEM calculated across subjects and colored dots denote the data from each subject. (B, Left)
Blocked BOLD signals averaged across subjects in the ipsilateral and contralateral ROIs in V1 figure, V1 background, LGN, and V2 to V4 for the small figure,
during the visible and invisible conditions. Error bars denote 1 SEM calculated across subjects at each time point. (B, Right) BOLD amplitude differences
between the blocked BOLD signals at the contralateral ROIs and those at the ipsilateral ROIs in V1 figure, V1 background, LGN, and V2 to V4 during the visible
and invisible conditions. Error bars denote 1 SEM calculated across subjects and colored dots denote the data from each subject.
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the main effect of brain area [large figure: F(4, 17) = 2.438, P =
0.078, ηp2 = 0.125; small figure: F(4, 17) = 1.552, P = 0.221, ηp2 =
0.084] and the interaction between these two factors [large figure:
F(4, 68) = 0.089, P = 0.971, ηp2 = 0.005; small figure: F(4, 68) =
0.414, P = 0.708, ηp2 = 0.024] were not significant, but the main
effect of awareness was significant [large figure: F(1, 17) = 19.933,
P < 0.001, ηp2 = 0.540; small figure: F(1, 17) = 8.142, P = 0.011,
ηp2 = 0.324], showing a greater BOLD signal difference in the
visible condition than that in the invisible condition.

Whole-Brain and Correlation Analyses. To examine a potential
cortical or subcortical area(s) that showed a similar awareness-
dependent figure–ground segregation in these retinotopically
organized areas, we performed a group analysis and did a whole-
brain search with a general linear model (GLM) procedure for a
cortical and subcortical area(s) that showed a significantly
greater response in the visible condition than that in the invisible
condition, after subtracting their respective mask signals (data
from the left and right visual fields were combined). Statistical
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Fig. 4. Results of whole-brain and correlation analyses. Whole-brain search for DLPFC {large figure: [43, 9, 29], t(17) = 4.441, P < 0.001, ηp2 = 0.537; small
figure: [39, 23, 23], t(17) = 5.713, P < 0.001, ηp2 = 0.658}, MFG {large figure: [34, 45, 10], t(17) = 5.742, P < 0.001, ηp2 = 0.660; small figure: [30, 43, 13], t(17) =
4.653, P < 0.001, ηp2 = 0.560}, FEF {large figure: [32, −6, 47], t(17) = 4.179, P = 0.001, ηp2 = 0.507; small figure: [40, 3, 29], t(17) = 4.885, P < 0.001, ηp2 = 0.584},
insula {large figure: [Left: −34, 17, 1] and [Right: 28, 18, 4], t(17) = 4.999, P < 0.001, ηp2 = 0.595; small figure: Left: −36, 14, 5] and [Right: 27, 17, 5], t(17) =
5.176, P < 0.001, ηp2 = 0.612}, and IPS {large figure: [26, −59, 41], t(17) = 4.470, P < 0.001, ηp2 = 0.540; small figure: [26, −62, 33], t(17) = 3.434, P = 0.003, ηp2 =
0.410}, with all showing a significantly greater response in the visible than the invisible condition for the large figure (A) and small figure (B). Error bars
denote 1 SEM calculated across subjects and colored dots denote the data from each subject. (C) Correlations between DBOLD in V1 center of the large figure
and that in V4 (Left) and FEF (Right) across individual subjects. (D) Correlation coefficients (r values) between DBOLD in V1 center of the large figure and that in
other cortical/subcortical areas across individual subjects. (E) Correlations between DBOLD in V1 background of the small figure and that in IPS (Left) and DLPFC
(Right) across individual subjects. (F) Correlation coefficients (r values) between DBOLD in V1 background of the small figure and that in other cortical/sub-
cortical areas across individual subjects.
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maps were thresholded at P < 0.03 and corrected by false dis-
covery rate (FDR) correction (35). The results showed that, for
the large figure, the the right intraparietal sulcus (rIPS), bilateral
insula, right frontal eye field (rFEF), right middle frontal gyrus
(rMFG), and right dorsolateral prefrontal cortex (rDLPFC)
demonstrated a greater response in the visible condition than
that in the invisible condition (Fig. 4A). Importantly, the same
cortical areas were found for the small figure (Fig. 4B).
Together, our results showed that awareness could modulate

the BOLD signal in V1 center of the large figure and in surround
background of the small figure, as well as in LGN, extrastriate
visual areas, and several frontoparietal areas. Thus, for each
area, we computed a difference (DBOLD) to quantify how much
the BOLD signal showed in the visible condition relative to that
in the invisible condition. The difference was calculated as fol-
lows: DBOLD = VBOLD–IBOLD, where VBOLD and IBOLD are the
BOLD signals in the visible and invisible conditions, respectively.
Subsequently, for the large figure, to examine which area(s)
modulated the awareness-dependent region-filling process in V1,
we calculated the correlation coefficients between DBOLD in V1
center and that in other areas across individual subjects. The
DBOLD in V1 center correlated significantly with the DBOLD in
V4 (r = 0.548, P = 0.019, ηp2 = 0.300, Fig. 4 C, Left) and FEF (r =
0.744, P < 0.001, ηp2 = 0.554, Fig. 4 C, Right), but not in LGN, V1
boundary, V2, V3, V3A/B, IPS, insula, MFG, or DLPFC
(Fig. 4D). For the small figure, to examine which area(s) mod-
ulated the awareness-dependent background-suppression pro-
cess in V1, we calculated the correlation coefficients between
DBOLD in V1 background and that in other areas across indi-
vidual subjects. The DBOLD in V1 background correlated signif-
icantly with the DBOLD in IPS (r = −0.564, P = 0.015, ηp2 = 0.318,
Fig. 4 E, Left) and DLPFC (r = −0.490, P = 0.039, ηp2 = 0.240,
Fig. 4 E, Right), but not in LGN, V1 figure, V2, V3, V3A/B, V4,
insula, FEF, or MFG (Fig. 4F). These results suggest that the
awareness-dependent region-filling process in V1 may derive
from feedback projections from V4 and/or FEF, whereas the
awareness-dependent background-suppression process in V1
may derive from feedback projections from IPS and/or DLPFC.

Effective Connectivity Analyses. To further examine which area is
the source of the awareness-dependent region-filling and
background-suppression processes in V1, we applied dynamic
causal modeling (DCM) analysis (36) in SPM12 to examine
functional changes in interregional connectivity related to the
visible condition. For the region-filling process, effective con-
nectivities among the FEF, V4, V1 boundary, and V1 center
were analyzed (Fig. 5A). While for the background-suppression
process, effective connectivities among the DLPFC, IPS, V1
figure, and V1 background were analyzed (Fig. 5D). For both of
the two processes, we defined 11 different models for modeling
the modulatory effect of the visible condition and fit each of their
11 models for each subject (SI Appendix).
Using a hierarchical Bayesian approach (37), we compared the

11 models by computing the exceedance probability of each
model, i.e., the probability to which a given model is more likely
than any other included model to have generated data from a
randomly selected subject. The result showed that models 9 and
4 were the best ones to explain the modulatory effect by the
visible condition for the region-filling (Fig. 5B) and background-
suppression (Fig. 5E) processes, respectively. In the visible
condition, the feedback connectivity was significantly increased
from FEF to V1 center [t(17) = 2.738, P = 0.014, ηp2 = 0.306,
Fig. 5C] for the region-filling process, but the feedback con-
nectivity was decreased from DLPFC to V1 background
[t(17) = −2.531, P = 0.022, ηp2 = 0.274, Fig. 5F] for the
background-suppression process. No significant interregional
feedback was found between other cortical areas in either model
9 or 4. Additionally, a supplemental DCM analysis with all

frontoparietal areas modulated by awareness further confirms
these results by showing that the awareness-dependent region-
filling and background-suppression processes in V1 were derived
by feedback from FEF and DLPFC, respectively (SI Appendix,
Fig. S8).

Discussion
We examined how figure–ground segregation interacts with
awareness and found the following psychophysical and neuro-
imaging results. First, we found support for previous neurophysi-
ological (5, 11–16), psychophysical (17, 18), and brain imaging (19,
20) studies, as well as computational models (2, 17, 21) indicating
the existence of three complementary processes in figure–ground
segregation: boundary detection, region filling, and background
suppression. Second, we found that both boundary detection and
region filling attracted bottom-up attention in behavior. However,
there was a critical distinction between the dependence on
awareness of these two processes, with boundary detection inde-
pendent of awareness and region filling strongly modulated by
awareness. Third, we found that the segregated figure’s back-
ground could be suppressed and this suppression was also strongly
modulated by awareness. Finally, the most parsimonious account
of our results is that the awareness-dependent region-filling and
background-suppression processes in V1 were not derived through
intracortical interactions within V1, but rather by feedback from
FEF and DLPFC, respectively. In addition, these results cannot be
explained by the eye movement, head motion, or task difficulty, as
in all these factors, there were no significant differences among
our conditions (SI Appendix, Figs. S1, S3, and S5).

Awareness-Independent Boundary Detection. Numerous neuro-
physiological (9, 14, 26–30) and brain imaging (10) studies, as
well as computational models (2, 17, 21, 24, 25) have suggested
that boundary detection is an early feedforward processing phase
that is achieved through iso-feature inhibition within early visual
areas, in which neurons preferring the same or similar features are
more likely to suppress each other via lateral connections (31). For
example, V1 neurons preferring the same or similar orientations
are more likely to suppress each other. This iso-orientation sup-
pression reduces V1 neural responses to a homogeneous back-
ground. At the same time, V1 neurons preferring, and thus
responding to, boundaries escape this iso-orientation suppression.
Our study confirms this early feedforward phase for boundary
detection by showing that boundary detection was independent of
awareness. The figure boundary, despite its visibility, can attract
bottom-up attention in behavior. These findings not only replicate
our previous studies (10) indicating an invisible bottom-up saliency
map in human V1, but also support other studies reporting that
boundary detection occurs quickly (28) and does not depend on
whether the animal is awake (27) or under anesthesia (26, 30), and
regardless of task relevance (38), the eye of origin (4, 39), or
feedback from extrastriate visual areas (40).
We believe that the awareness-independent boundary detec-

tion in V1 does not reflect the assignment of boundary to the
figure rather than the background, namely the border ownership
(8). Previous studies have found that border ownership selectivity
appears to be primarily in V2 (6, 8, 41) and is largely dependent
on attention (41, 42), indicating that border ownership processing
depends on feedback from higher-level cortical areas. Boundary
detection, however, is an early feedforward processing as it is in-
dependent of attention (14) and awareness, as shown here. More
convincingly, Hupé et al. (40) demonstrated that the V1 boundary
signal also occurs even if V2 is inactivated by GABA injections.

Awareness-Dependent Region Filling in the FEF. Compared to
boundary detection, which is thought to be achieved through iso-
feature inhibition, previous computational models (2, 17, 21)
have proposed that the region-filling process requires iso-feature
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excitation, such that neurons representing the same (similar)
features enhance each other’s activity, and these iso-feature ex-
citations may arise from feedback projections from higher cor-
tical areas back to V1 (11, 12, 14, 15, 20, 32). Our results support
this feedback mechanism, as the region-filling process in V1 was
strongly modulated by awareness (Figs. 1E and 3A), consistent
with previous findings that the region-filling process induced
neuronal responses primarily in superficial and deep cortical lay-
ers that receive feedback from higher visual areas (15), and
strongly modulated by attention (4, 14, 43) and the size of the
figure (44), and could be absent when a monkey is anesthetized
(12) or failed to detect the figure (45). All of those studies indicate
that the region-filling process in V1 may be controlled by feedback
from higher areas. However, it is unknown which and how the top-
down feedback from higher cortical area(s) drive the region-filling
process in V1 that enhances the response of neurons tuned to the
same feature. Remarkably, our current study provides strong and

converging evidence that the awareness-dependent region filling
in V1 was closely associated with feedback from the FEF. First,
FEF responses were significantly modulated by awareness
(Fig. 4A) and showed a pattern of activation consistent with that in
V1 center (i.e., the ROI in V1 corresponding to the region-filling
process, Fig. 3A). Second, V1-center’s responses were significantly
predicted by FEF responses (Fig. 4C) rather than by responses in
other frontoparietal cortical areas (Fig. 4D). Third, the DCM
analysis indicated that the visible condition significantly increased
feedback from the FEF to V1 center, and no significant interre-
gional feedback was found in other cortical areas (Fig. 5C). Fi-
nally, a supplemental DCM analysis further confirmed a crucial
involvement of FEF in the awareness-dependent region-filling
process in V1 (SI Appendix, Fig. S8B).
Our study succeeded in linking awareness-dependent feedback

from the FEF to V1 directly with the region-filling process in
figure–ground segregation. Interestedly, previous neurophysiological
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(11, 14, 41), lesion (46, 47), and brain imaging (43, 48) studies have
reported that the region-filling process in V1 is also associated with
activations in extrastriate visual areas. Our study supported the in-
volvement of extrastriate visual areas in the region-filling process in
V1 by showing that V1 center’s responses were significantly predicted
by V4 responses (Fig. 4C). Furthermore, our DCM analyses indi-
cated that model 9 (FEF→V1 center and FEF→V4→V1 center)
rather than model 1 (FEF→V1 center) was the best one to explain
the region-filling process in V1, demonstrating that the feedback from
V4 might also contribute to this process. However, more importantly,
model 9 (FEF→V1 center and FEF→V4→V1 center) was better
than model 4 (FEF→V1 center and V4→V1 center) to explain the
region-filling process in V1 (Fig. 5B), indicating that the contribution
of V4 in the region-filling process in V1 was also derived by feedback
from FEF. Additionally, one should note that our study was unable to
separate the figure center and figure boundary in V4 (Fig. 2C). Thus,
further work is needed using neurophysiological techniques or ultra-
high field fMRI to address whether the region filling and/or boundary
detection in V4 is mediated by feedback from FEF, as well as to parse
the relative contributions of these two processes in V4 to awareness-
dependent modulation of region filling in V1.

Awareness-Dependent Background Suppression in the DLPFC. In ac-
cordance with previous studies demonstrating a background-
suppression process in figure–ground segregation (5, 22, 23),
our study further revealed that this background suppression was
largely modulated by awareness. Remarkably, our study also
indicated that this awareness-dependent background suppression
was best derived by feedback from DLPFC to V1, consistent with
several neurophysiological studies showing that the background-
suppression process is a later processing phase (22, 23), being
strongest in superficial and deep layers and weaker in layer 4 (5).
One should note that the awareness-dependent modulation of

the background-suppression process in our study was reflected by
the decreased response to the background in the visible condi-
tion, relative to the invisible condition. The question is: how does
awareness decrease V1 responses to the figure’s background? Pre-
vious neurophysiological (49, 50) and brain imaging (34, 51) studies
have implicated prefrontal areas in the filtering of task-irrelevant
distractors (52), and our findings are consistent with such an in-
fluence. Our findings suggest that the awareness-dependent back-
ground suppression in V1 is associated with feedback from DLPFC.
First, DLPFC responses were significantly modulated by awareness

(Fig. 4B) and showed a pattern of activation opposite to the pattern
in V1 background (i.e., the ROI in V1 corresponding to the
background-suppression process, Fig. 3B). Second, V1 back-
ground’s responses was significantly predicted by DLPFC responses
(Fig. 4E). Third, the DCM analysis indicated that the visible con-
dition significantly decreased feedback (i.e., increased suppression)
from DLPFC to V1 background, and no significant interregional
feedback was found in other frontoparietal cortical areas (Fig. 5F).
Finally, a supplemental DCM analysis further confirmed a crucial
involvement of DLPFC in the awareness-dependent background
suppression in V1 (SI Appendix, Fig. S8D).
Although we emphasize the importance of DLPFC in

awareness-dependent background suppression during figure–
ground segregation, we cannot deny a potential contribution from
parietal cortex, such as IPS. First, we found that V1 background’s
responses were also predicted by IPS responses (Fig. 4E). Second,
our DCM analyses indicated that, although the feedback modu-
lation from IPS to V1 background was not significant (Fig. 5F),
model 4 (DLPFC→V1 background and IPS→V1 background)
rather than model 1 (DLPFC→V1 background) was the best one
to explain the background-suppression process in V1, demon-
strating that feedback modulation from IPS might also contribute
to the background suppression (Fig. 5E). Further work is needed
using neurophysiological techniques or ultra-high field fMRI to
parse the relative contributions of prefrontal and parietal cortices
to awareness-dependent modulation of background suppression.

Figure-Ground Segregation in the Prefrontal Cortex. Our findings
identified the human prefrontal cortex as a source of awareness-
dependent figure–ground segregation. Note that this conclusion
is based mainly on our DCM analyses, which depended on time-
series models of fMRI data for an interpretation of causality (36).
The interpretation of causality in our study finds support in pre-
vious lesion (53) and transcranial magnetic stimulation (54–56)
studies showing a causal effect of prefrontal cortical disruption on
sensory processing. Also, the prominent role of the prefrontal
cortex in awareness-dependent figure–ground segregation evident
here is consistent with recent neurophysiological findings that
have revealed how prefrontal areas directly provide top-down
modulation of sensory signals within posterior cortices (52, 57).
Most notably, however, our results provide neural evidence

that two subregions of prefrontal cortex, namely the FEF and
DLPFC, have distinct roles in figure–ground segregation. The

intracortical 
interaction 

Fig. 6. Schematic illustration of the figure–ground segregation. First, features in the image, i.e., the local orientation of bars, are registered. Second, feature
discontinuities that signal boundaries between the figure and background are detected (i.e., boundary-detection process) through local intracortical in-
teractions within V1. Third, the neural response elicited by the center of the figure (i.e., the region-filling process) in V1 is enhanced through the increased
feedback from FEF. The FEF directly sends top-down biasing signals to enhance the response of neurons tuned to the same orientation. Fourth, the neural
response elicited by the preceding segregated figure’s background (i.e., the background-suppression process) in V1 is reduced through the decreased
feedback (increased suppression) from DLPFC. The DLPFC directly filters out the task-irrelevant information. Finally, the neuronal response is enhanced in the
region perceived to be the figure (dark gray region) and suppressed in the region perceived to be the background (light gray region), resulting that the visual
system segments the image into the figure and background.
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FEF appears to directly send top-down biasing signals to en-
hance the response of neurons tuned to the same orientation
(i.e., the iso-orientation excitation), resulting in the region-filling
process; by contrast, the DLPFC appears to have a special role in
suppressing the neural activity elicited by the background
(i.e., background suppression) that may help boost the signal of a
figure relative to its background (Fig. 6). This distinction, evident
in our study, confirms previous studies that have implicated
separate roles of these two prefrontal areas in top-down modu-
lations of sensory cortex across various tasks (58), whereby the
FEF has been shown to primarily enhance the neural response of
task-relevant stimuli (52, 59) while the DLPFC has been shown
to be involved in filtering out task-irrelevant distractors (50, 51).
The involvement of prefrontal cortex in the awareness-

dependent figure–ground segregation evident here also supports
several theories of conscious awareness, including the neuronal
global workspace (60), information integration (61, 62), and
higher-order (63) theories, all of which have proposed that the
neural activity in prefrontal (and parietal) cortex is essential for
conscious awareness. Similar to our study, evidence from those
theories typically used the report-based paradigm in which sub-
jects overtly report their percept, such as speaking or pushing a
button. The results of those studies showed that a broad fronto-
parietal network of areas could be activated during various tasks
that contrast perceived stimuli with invisible stimuli (60). Several
studies have argued that such report-based paradigms do not
dissociate the brain regions required for pure conscious experi-
ence from those involved in conscious access and reportability (61,
64). Those studies found that posterior rather than prefrontal
cortical areas were activated when using a no-report paradigm,
such as recording eye movements and pupil dilation (65, 66).
However, other studies have conversely reported that neurons in
the prefrontal cortex selectively represent consciously perceived
stimuli even when using no-report paradigm in which there is not
any overt report (67). Furthermore, a recent study found that, in
both rapid eye movement (REM) and non-REM sleep, the neural
correlates of conscious experience appeared to be primarily in the
posterior cortex; dreaming during REM sleep, however, was also
associated with high-frequency activity in prefrontal cortex (68). In
other words, the prefrontal cortex might also contribute to the
conscious experience independent of the reportability. Further
work is thus needed using both report-based and no-report par-
adigms to parse the crucial involvement of prefrontal cortical
areas in awareness-dependent figure–ground segregation.
It is important to note that the attentional-engagement/ex-

pectation could account for the special role of prefrontal cortex
in awareness-dependent figure–ground segregation as subjects
may naturally pay more attention or expectation to stimuli with
than without awareness, especially for our fMRI block design, in
which the figure was always presented at the same quadrant on
all five trials during a block (Fig. 2D). Given previous neuro-
physiological (5, 14) and brain imaging (4, 43) studies have
demonstrated that figure–ground segregation can also be
strongly modulated by attention, further work is needed to parse
the relative contributions of attention/expectation and awareness
to figure–ground segregation.

Conclusions
In sum, our study provides, to the best of our knowledge, con-
verging evidence for awareness-dependent figure–ground segre-
gation and for a critical role of feedback from the prefrontal
cortex to V1 in this fundamental process (Fig. 6). Identifying the
prefrontal cortex as a potential neural substrate of awareness-
dependent figure–ground segregation gives insight into how the
prefrontal cortex ignites networks supporting image understand-
ing, perceptual organization and, more generally, consciousness in
the human brain.

Materials and Methods
Subjects.A total of 27 human subjects (9 male, 18 to 27 y old) were involved in
the study. All of them participated in the psychophysical experiment. Twenty
of them participated in the fMRI experiment. Two subjects in the fMRI ex-
periment were excluded because of large head motion (>3 mm). They were
naïve to the purpose of the study. They were right-handed, reported normal
or corrected-to-normal vision, and had no known neurological or visual
disorders. They gave written, informed consent, and our procedures and
protocols were approved by the human subjects review committee of the
School of Psychology at South China Normal University.

Stimuli. Each figure–ground stimulus (Fig. 1A) had a regular Manhattan grid
of 33 × 45 bars, presented in the upper visual field on a dark screen
(0.203 cd/m2). Each bar was a rectangle of 0.0625° × 0.375° in visual angle.
The center-to-center distance between the bars was 0.625°. All bars were
identically oriented except for a square figure of bars with another orien-
tation in either the Upper Left or the Upper Right quadrant. There were two
possible figures: the first consisted of 10 × 10 bars (large figure, Fig. 1 A, Left)
and the second consisted of 2 × 2 bars (small figure, Fig. 1 A, Right). Each
figure was centered at 6.63° eccentricity. The orientation of the background
bars was randomly chosen from 0° to 180° on each trial. The orientation
contrasts between the figure bars and the background bars was 60°. Low-
(0.529 cd/m2) and high- (42.446 cd/m2) luminance masks (Fig. 1C), which had
the same grid as the figure–ground stimuli, rendered the whole figure–
ground stimulus visible (experiment 1) or invisible (experiment 2) to subjects,
respectively. Each element of the mask contained 12 intersecting bars ori-
ented from 0° to 165° at every 15° interval. The bars in the masks had the
same size and shape as those in the figure–ground stimuli. In psychophysical
experiments, for each figure, there were two possible probes: a large grat-
ing (diameter: 6.25°; spatial frequency: 3.2 cycles/°; contrast: 0.70; phase:
random) and a small grating (diameter: 1.25°; spatial frequency: 3.2 cycles/°;
contrast: 0.70; phase: random), which had the same diameter as the large
figure and small figure, respectively (Fig. 1B).

Psychophysical Experiments. Visual stimuli were displayed on an IIYAMA color
graphic monitor (model: HM204DT; refresh rate: 60 Hz; resolution: 1,280 ×
1,024; size: 22 inches) at a viewing distance of 57 cm. Subjects’ head position
was stabilized using a chin rest. A yellow fixation point was always present
at the center of the monitor. Psychophysical experiments consisted of three
experiments. Experiments 1 (visible) and 2 (invisible) investigated whether
figure–ground segregation depended on the visibility of the figure–ground
stimulus (confirmed by the 2AFC test, SI Appendix, Fig. S1). Subjects partic-
ipated in experiments 1 and 2 on two different days, and the order of the
two experiments was counterbalanced across subjects. In both experiments 1
and 2, each trial began with the fixation. A figure–ground stimulus was
presented for 50 ms, followed by a 100-ms mask (low- and high-luminance in
experiments 1 and 2, respectively) and another 50-ms fixation interval. The
figure in the figure–ground stimulus served as a cue to attract spatial at-
tention. Then a large or small grating probe was randomly presented for
50 ms with equal probability and presented randomly at either the figure
location (valid cue condition) or its contralateral counterpart (invalid cue
condition) with equal probability (Fig. 1D). The grating probe was orien-
tated at 45° or 135° away from the vertical. Subjects were asked to press one
of two buttons as rapidly and correctly as possible to indicate the orientation
of the grating probe (45° or 135°). The experiment consisted of two sessions
(two types of figure: the large figure and small figure), with the two sessions
occurring on the same day; the order of the two sessions was counter-
balanced across subjects. Each session consisted of four blocks. Each block
had 72 trials, with randomly interleaving 18 trials from each type of trial
(small grating-valid cue, small grating-invalid cue, large grating-valid cue,
and large grating-invalid cue conditions). The cueing effect for each figure
and each grating was quantified as the difference between the reaction
time of the probe task performance in the invalid cue condition and that in
the valid cue condition.

fMRI Experiments. Using a block design, the experiment consisted of 11 to 14
functional runs. Each run consisted of 10 stimulus blocks of 10 s, interleaved
with 10 blank intervals of 12 s. There were 10 different stimulus blocks, in-
cluding 8 different figure blocks: 2 (figure: large/small) × 2 (visual field: left/
right) × 2 (awareness: visible/invisible), and 2 mask-only blocks: low- and
high-luminance masks. Each stimulus block was randomly presented once in
each run and consisted of the same five trials. On each trial in the figure and
mask-only blocks, a figure–ground stimulus and the fixation were presented
for 50 ms, respectively, followed by a 100-ms mask (low- and high-luminance
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for visible and invisible conditions, respectively) and 1,850-ms fixation
(Fig. 2D). In the invisible condition, on each trial during both the figure and
mask-only blocks, subjects were asked to press one of two buttons to indi-
cate the location of the figure, which was left of fixation in one half of
blocks and right of fixation in the other half at random (i.e., the 2AFC task).
Note that although the figure wasn’t presented in the mask-only blocks,
subjects also indicated the location of the figure, since in the invisible con-
dition they were unaware whether the figure was present or absent. In the
visible condition, on each trial during the figure block, subjects needed to
perform the same 2AFC task of the figure, whereas during the mask-only
block, subjects were asked to press one of two buttons randomly, since in
the visible condition, they were easy to perceive the absence of figures.

Retinotopic visual areas (LGN, V1, V2, V3, V3A/B, and V4) were defined by a
standard phase-encoded method developed by Sereno et al. (69) and Engel
et al. (70), in which subjects viewed rotating wedge and expanding ring
stimuli that created traveling waves of neural activity in visual cortex. An
independent block-design scan was used to localize the ROIs in V1 corre-
sponding to the figure center (i.e., V1 center) and figure boundary (i.e., V1
boundary) of the large figure (Fig. 2 B, Top), and the whole small figure
(i.e., V1 figure) and its surround background (i.e., V1 background) (Fig. 2 B,
Bottom), as well as the ROIs in LGN and V2 to V4 corresponding to the whole
figure since activated areas in these areas corresponding to the figure center
and figure boundary of the large figure and the small figure and its sur-
round background showed a great deal of overlap. The scan consisted of
12 12-s stimulus blocks, interleaved with 12 12-s blank intervals. In a stimulus
block, subjects passively viewed 8-Hz flickering checkerboards. Each block
type was repeated three times in the run, which lasted 288 s. The MRI data
acquisition and analyses are presented in SI Appendix.

Whole-Brain Group Analyses. In the whole-brain group analysis, a fixed-
effects general linear model (FFX-GLM) was performed for each subject on
the spatially nonsmoothed functional data in Talairach space. The first-level
regressors were created by convolving the onset of each stimuli block with
the default BrainVoyager QX’s two-gamma hemodynamic response func-
tion. Six additional parameters resulting from three-dimensional (3D) mo-
tion correction (x, y, and z rotation and translation) were included in the

model. For each subject and each figure (the large figure and small figure),
we first calculated fixed effects analyses for visible condition (visible-figure block
vs. low-luminance mask-only block) and invisible condition (invisible-figure block
vs. high-luminance mask-only block) separately (Fig. 2D). Next, a second-level
group analysis (n = 18) was performed with a random-effects GLM to calcu-
late the contrast between the visible and invisible conditions. Statistical maps
were thresholded at P < 0.03 and corrected by FDR correction (35).

Effective Connectivity Analyses. To directly confirm whether awareness
modulated the region-filling process in V1 through the modulation of
feedback from V4 and/or FEF, and the background-suppression process in V1
through the modulation of feedback from IPS and/or DLPFC, we applied
DCM analysis (36) in SPM12 to our fMRI data. For the region-filling process,
effective connectivities among the FEF, V4, V1 boundary, and V1 center
were analyzed (Fig. 5A), while for the background-suppression process, ef-
fective connectivities among the DLPFC, IPS, V1 figure, and V1 background
were analyzed (Fig. 5D). For both these two processes, we examined their 11
models for modeling the modulatory effect by the visible condition and fit
each of their 11 models for each subject (SI Appendix). Using a hierarchical
Bayesian approach (37), we compared the 11 models by computing the
exceedance probability of each model, i.e., the probability to which a given
model is more likely than any other included model to have generated data
from a randomly selected subject. In the best model (models 9 and 4 for the
region-filling and background-suppression processes, respectively), we ex-
amined the modulatory effect in the visible condition.

Data Availability. The anonymized datasets for this study are available at
Open Science Framework, https://osf.io/75mnz/.
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